Distributed Centers Requirements and Opportunities

—

WHAT ARE WE GETTING INTO?

Distributed Centers and the DoD High Performance Computing
Modernization Program (HPCMP) form a partnership that involves much
more than the transfer of funds to acquire high performance computing
systems and peripherals. Being selected and accepting selection as one of
the program’s distributed centers entails agreeing to the partnership and its
stipulations. There are several key documents that define that partnership —
the “winning” proposal package along with its supporting documents and
“after selection” documents and the terms of reference which principals from
the selected site and the Director of the HPCMP sign.

The partnership places obligations upon the centers selected but those centers
also enjoy substantial benefits as shared resource centers of the HPCMP.

This paper does not discuss the benefits for they are fairly specific to each
site and how they take advantage of what the program offers. The current
distributed centers are listed on the program’s WWW page and you are most
welcome to contact any of the centers to discuss advantages of distributed
center status.

What this paper does discuss are the requirements of winning distributed
centers.

REQUIREMENTS

1. Proposal Package: In addition to the description of what you
intend to accomplish and what percentage of HPCMP-funded
systems’ cycles you will make available to off site DoD users, you
will be held to either your proposed performance metrics (without
negotiated modification) or to a negotiated set to which you and the
HPCMP agree. Note that you must obtain appropriate Defense
Research and Engineering Network (DREN) connectivity to provide
off-site users with cycles; hence your progress in receiving an
Authority to Connect to DREN will be closely monitored.

2. Follow-on Documents: There are several documents you will need
to prepare and submit after you are selected to become an HPCMP
distributed center. There are suspense dates associated with each
document at paragraph 6 of the call for proposals. A brief
explanation of each document and a sample shot of each follow.
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Pl ease note: It IS
very I nportant that you
staff your center wth
qual i fied and noti vat ed
personnel and devel op a
teamto assist you in
Initial 1 nplenentation
and running the center.
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a. Signed Terms of Reference (1QFY2002)

—

Terms of reference are the means used by the HPCMP to effect the
transfer of funds to the sites selected for funding. The program
office also uses the document to delineate important requirements
with which site signatories and their designated points of contact
must comply. The TOR 1s an officially binding agreement between
the “performing organization” (the funded site) and the HPCMP.
The program office management and staff review the TOR
boilerplate stipulations each year before the boilerplate 1s finalized.
Such reviews ensure that standard stipulations are current and have
been adjusted, as necessary, to take advantage of any lessons
learned since last published. Here are some views of the draft TOR
boilerplate used for the sites funded in FY 2000. Note the recurring

reports required on page four of the TOR

DRAFT

DATE:

HIGH PERFORMANCE COMPUTING (HPC) MODERNIZATION PROGRAM
TERMS OF REFERENCE (TOR)

PROJECT TITLE: Army, Navy, Air Force Everything Site (ANAFES) Distributed
Center

PERFORMING ORGANIZATION: Commander, ANAFES
1 Hard Work Circle
Automated, DE #EH-H#HE

DESCRIPTION OF EFFORT: The Army, Navy. Air Force Everything Site will establish the
ANAFES Distributed Center (DC) in accordance with its “Proposal for Army, Navy Air Force
Everything Site,” dated September 1999

The High Performance Computing Modernization Program (HPCMP), as agent of the Deputy
Under Secretary of Detfense (Science & Technology) (DUSD[S&T])., will exercise oversight of
the HPCMP distributed center located at ANAFES.

This oversight includes, but is not limited to: review of the distributed center's operating and
testing policies and procedures as pertains to High Performance Computing (HPC)
Modernization Otfice (HPCMO) - funded resources; guidance in determining support software to
be provided; encouragement of the distributed center's interaction with the HPCMP user
community; resource disposition; and periodic evaluations of the distributed center's activities as
pertains to HPCMO-funded resources. This etfort will provide support for the acquisition of
HPCMP approved DC upgrades for DOD-wide use in FY 2000 and beyvond. The Deputy Under
Secretary of Defense (Science and Technology) [DUSD (S&T)] shall determine the ultimate use
and disposition of these resources.

ANAFES agrees to be responsive to the HPCMO's oversight requirements and agrees to provide
a minimum of ## percent of the HPCMP resources to support non-local requirements of the
HPCMP community.

By 30 April 2000, ANAFES will establish a World Wide Web presence, accessible by the
veneral public, which will provide information about the distributed center in accordance with
euidance that will be furnished by the HPCMO under separate cover.

SCHEDULE: See Period of Performance.
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JUSTIFICATION/AUTHORIZATION: The DUSD(S&T) issued an Acquisition Decision
dated XXXXXXX which authorized the allocation of procurement funds for FY 2000 distributed
centers investments. This constitutes Information Resource Management (IRM) approval for the
execution of this agreement.

PERIOD OF PERFORMANCE: From release of funds through 30 September 2003 unless
otherwise determined by the Director, HPCMP. The normal period of performance for a
distributed center is three full fiscal years after the system procured with HPCMP-provided funds
is deployed. HPCMP requirements as determined by the Director may, in rare instances, dictate
an extension to the normal period of performance. Otherwise, distributed centers may request to

implement the HPCMP Distributed Centers Transition Policy to no longer be categorized as a
DC.

FUNDING: The HPCMP will provide funding in the amount of § ###5# ### of FY 2000
procurement funds.

ANAFES shall provide the HPCMO Technical Point of Contact with a detailed listing of items
proposed for purchase and their Procurement and Initial Implementation Plan (PIIP) and receive
approval from the HPCMO for the proposed buy prior to entering into a contractual agreement
for the items. Furthermore. ANAFES shall procure the items using HPCMO Blanket Purchase
Apreements (BPAs) or using other vehicles. In the latter case, the cost of the items shall not
exceed those of the HPCMO BPA without prior written approval of the HPCMP Acquisition
Manager. ANAFES will obligate these funds in accordance with the FY 2000 Defense
Appropriations Act and applicable DOD financial and contractual regulations. As obligating,
maodifying, and deobligating documents are issued. ANAFES will provide copies of these
documents to the HPCMO Financial Point of Contact.

The HPCMO expects ANAFES to obligate these funds no later than 31 July 2000. Should
funding not get obligated prior to 31 August 2000, the HPCMO reserves the right to re-allocate
these funds for other HPCMP requirements.

The FY 2000 procurement funding provided by the HPCMO is intended for system acquisition.
Maintenance costs may be included only where such service is part of the standard and routine
warranty for the system. No additional HPCMP funding for sustainment (i.e., operations and
maintenance) will be provided. The ANAFES will fund sustainment costs directly.
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DRAFT

ASSET ACCEPTANCE, ACCOUNTABILITY AND DISPOSITION:
All systems procured with these funds will be Year 2000 (Y 2K) compliant at time of acceptance.

ANAFES will, in accordance with DODD 5000.2, plan, conduct, and document required testing
tor all assets procured with HPCMP funding and provide the HPCMO copies of the test plan
documents 30 days prior to expected testing for review, coordination and approval. The
HPUCMO reserves the right to observe the site's conduct of required testing.

ANAFES will assume accountability and responsibility for the assets in accordance with DRAFT
applicable DOD and subordinate implementing regulations and instructions. Once the transition
plan for the center is implemented, the Director, HPCMP reserves the option to redistribute the

HPUCMP-funded assets to other sites. If the Director, HPFCMP, determines redistribution within N 1 ) )
the HPCMP is not feasible, the ANAFES Technical Point of Contact shall then report the assets 3r§$n;zatmn may be requested to participate in HPCMO-sponsored Integrated Product Teams
s).

4. In order to support DOD-level oversight documentation requirements, the performing

excess in accordance with appropriate Service/Agency directives.

APPROVING OFFICIALS

FRINC]FAL P{]IHTS [}F E[]HT&ET AT TITE A DRIW AR ARY AT Do

EVERYTHING SITE (ANAFES) DRAFT 0

Technical POC REPORTING REQUIREMENTS:

Name:

Title: 1 Fi . Date

Full Address: : Inancial.

ﬁﬂ_ﬁ: a. Twao financial reports shall be provided to the HPCM Program Office. The first

Email: entitled "Projected Obligations and Expenditures” 1s due within 30 days of receipt ization Program
of funding and not later than 30 days after the beginning of each subsequent : Rd, Suite 510

1 1 1 1 federal fiscal year thereafter, until all funds are expended. The second entitled 1222;;[;:}'54” 3

PRINCIPAL POINTS OF CONTACT "Current Obligations and Expenditures” is due the 15th of the month following 9701

Technical POC the month in which funding is received and not later than the 15th of each month shpemo_hpe. mil

Valerie B. Thomas thereafter, until all funds are expended.

Distributed Centers Action Otfficer _ _ o .

HPC Modernization Office b. Copies of financial obligating documents shall be provided to the HPCMO by the

1010 N. Glebe Rd, Suite 510 15th of each month for all obligations issued for the previous month.

Arlington, VA, 22201

Phone: 703-812-8205 2. Management:

Fax: 703-812-9701 ,

Email: vthomas@hpcmo. hpe,mil a. Provide annually, at the close of each fiscal vear, a memorandum of support from

the commander of the site’s host or parent organization. The memorandum shall
state explicitly that the parent site or organization commits to providing
operations and sustainment funding and other necessary support for the center.

b. Utilization: Monthly utilization reports are expected in accordance with HPCMO
ouidelines at URL www. hpemo. hpe.mil/Htocs/HPCMETRIC/index_html.

C. Quarterly Reporting: Quarterly status reports, which indicate the execution status

of the proposal, are due no later than ten calendar days after the end of each
quarter of the federal fiscal vear. The report especially highlights any difficulties

or delays already encountered or anticipated, and whether changes in cost,

schedule or performance have occurred or are anticipated. The complete report
format will be provided by the HPCMO under separate cover.

d. Systems Acquisition Oversight: Site specific distributed center information
regarding: (1) life cycle cost estimate (LCCE) (updated and submitted annually

by | December of each year), (2) approved site security plan and or a site

addendum to the HPCMP Security Plan, (3) a site addendum to the HPCMP Test
and Evaluation Master Plan (TEMP) are expected from ANAFES in accordance

with guidance provided by HPCMO. ANAFES may also be expected to provide
other documentation or reports to satisfy DOD oversight requirements.

e. The ANAFES Technical Point of Contact will develop a Procurement and Initial
Implementation Plan (PIIP) which provides a schedule for the execution of the
center's acquisition for review and approval by the Director, HPCMP. The PIIP
should be submitted via E-mail not later than 28 January 2000. Once agreed to
by the Director, HPCMP, the PIIP and approved performance metrics document
hecome the baseline for subsequent progress and performance reviews.

3. Other special reports or more frequent reports may be requested by the HPCMO as needed.

December 19, 2000 Page 3



Distributed Centers Requirements and Opportunities

b. Procurement and Initial Implementation Plan (PIIP)
(1QFY2002) The PIIP provides the HPCMP with
essential information concerning what 1s being procured
and what acquisition vehicle(s) will be used. The plan will
give the program office a schedule of key events for
system testing and availability and will provide an
overview of site goals concerning the use of the system.
All distributed centers will actually keep the program
office current on the completion of milestone schedule
events in their quarterly reports. The PIIP’s key events and
the sites’ completion of the events are part of an evaluation
and assessment process we will discuss later. The format
of the PIIP 1s displayed below. An MS Word version of
the document is in a format file linked from the HPCMP
WWW page.

PROCUREMENT AND INITIAL IMPLEMENTATION PLAN (PIIP) FORMAT

The PIIP will provide the High Performance Computing Modernization Office (HPCMO) with
essential information concerning what is being procured and what acquisition vehicle(s) will be
used. The plan will give the HPCMO a schedule of key events for system testing and availability
and will provide an overview of site goals concerning the use of the system.

Procurement and Initial Implementation Plan
(Site Name)

FY (XXXX)
(date)
A. Points of Contact:
Technical Procurement
Name 2. Strategy:

Position
(a) Vehicle: Describe the method of acquisition being used including the contract vehicle

Postal Address and type. If you intend to use a General Services Administration (GSA) Federal Supply
Schedule (FSS) contract, or other Government Wide Agency Contract (GW AC), multi-
agency or agency indefinite delivery/indefinite quantity (1D/I1()) contract, state the
contract name, number, and contract line numbers (CLIN) you will be ordering. Note that
vou must receive prior approval from the HPCMP Acguisition Manager if vou do not
Voice intend to use the HPCMP Blanker Purchase Agreements (BPAs). Provide an extract of
FAX the CLIN description{s) and pricing tor each acquisition vehicle vou intend to use.

E-mail (b) Schedule: Provide a procurement schedule to include the items shown below. {{f vou will
use multiple contracrs '~ ~ i — ~f funding obligated for each
contract *

Date Funding Fully Obligated \

B. Acquisition:

Date of Award

1. Description: Provide a brief description of the system(s) you will procure. Include in
this section the number of processors, the total amount of memory in gigabytes, the total
amount of disk storage, and the cumulative sustained and peak gigaflop rating. Identity
any specialized equipment or embedded items. If the system actually being acquired
differs from that described in your FY 2000 proposal, briefly describe the differences and

oive a reason for them, \ First User System Access
DREN/SDREN Connectivity

Delivery Date
Installation Completed
Start of Acceptance Testing

Testing Complete

CGieneral User Availability

C. Implementation Plan: Provide a summary of the site proposal’s description of the critical
technology need and then describe the plan and schedule for the two years following
installation of how the site intends to employ the HPC assets to address this need.

1. First Year Goals:

2. Second Year Goals:
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-

c. Buy List (1QFY2002) The “buy list” 1s simply a detailed
listing of the items you will procure. You might consider it
a parts list with prices. It provides sufficient detail for the
program office to know the capabilities of the system and
peripherals and would include such detail as number and
types of processors, the operating system and version, and

the like.
Bundled

Part Murmbear Ly Lrascrphion Prica wi'lFF Prica wiFF
SF-HPCEBPA-DD1 1 Medium Supercomputer DT
E10000-0 1 Slarfire Power Express System Ly ddu
28614 3 Power Express board for E10K. Includes one system board Ly HRy

(2761A), 4 UraSPARC Madules 400MHz-8-Mbyte (25804), 2G8B

Mernary (T0234) Memory Board (70254), 1 dual SBus 110 board

(27304)
27224 2 Enferprise 10000 Contral Board inchuding Efhernel cable and rack S wy

mounted Etharmet Hub. Supports 5 to 1 and 4 to 1 modes on

E10000
27544 1 E10000 System Sarvica Processor, (SSP). Ullra 5 workstation o i

with ane 360MHz CPL module, 128-Mbyte memory, 8.4-Gbyle

internal digk, 32X CD-ROM, QFE PCI Card (10344), and 197

codor monfor
SG-XARY14TA-36G 2 Configurable w/ servers in factory: 38-Gbyte (4 x 9.1-Gbhyle 10K B

RPM disks) Sun StorEdge D1000 for rack mounting in the

StorEdge or Enterprise Expansion Racks w1 Interface Card, 2

Power supplies, 2 fan trays (4fans), 4 Differential UtraSC S| o

hast ports
10494 2 (Auad FastEthernat 2.0 SBus Card {QFE) supports Sun Trunking o

1.0 softwarea
10654 2 SBus Ulira Differential FIW Inleligent SCS1 Host Adapter. miy
SOLMS-0T0WS2999 1 Solaris 7 Standard, Latest Release English Server Madia Kit R
SOLMS-260VW35494 1 Sokaris 2.6 598 English Sarver Madia Kit -
SF-HPCBPA-DD2 1 Small Supercomputer TR R
E10000-0 1 Slarfire Power Express System Ly HRy
28614 5 Power Express board for E10K. Includes one system board Ly HRy

(27T61A). 4 UltraSPARC Madulas 400MHz-8-Mbyie {25804), 2GB

Mernary (T0234) Memory Board (70254), 1 dual SBus 110 board

(27304)
27224 2 Enferprise 10000 Contral Board inchuding Efhernel cable and rack S wy

mountad Etharmel Hub. Supports 5 to 1 and 4 1o 1 modes on

E10000
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-

d. Life Cycle Cost Estimate (LCCE) (1QFY2002) This
document 1s used as input to develop the general life cycle
cost estimate for the HPCMP. Although the program
provides only one time investment funding for the
distributed centers, we still ask that you provide full
LCCE, both investment and sustainment costs, for the

distributed center.

Y our 1nitial estimate should include the

year of funding, FY 2002, and two additional years,
FY 2003 and FY 2004. You will be required to update this
estimate once a year by the first of December.

Life Cycle Cost Estimate{tc " Life Cycle Cost Estimate" }
(Site Name)
FY (XXXX)

A. Assumptions and Cost-estimating Relationships and Rationale (used to develop the LCCE costs presented)

B. Life Cvcle Costs ($M)

(date)

Category

FY 2002 Funds FY 2003 Funds FY 2004 Funds

Procuresment

RDT&E, O&M, or
Cther

Procurement

RDT&EE, O&M, or
Orther

Procurement

RDTEE, O&M., or
Crther

HPC O Site HPCMO Site HM MO Site HECMCY Site HPC RO Site

HPCMO

Site

[nvestment { Purchase)

Hardware

Sothware

Oither

Trawvel

sSupplies

Maintenance

Hardware

Software

Cther

Government Personnel

Contractor Personnel

Ltility requirements

Facihities Lease & Maintenance

Commumeations

Personnel

Number of Full-Time Equivalents { FTEs)

FY 2042

FY 2003

FY 2064

Traming

Crther (specify)

TOTAL

December 19, 2000
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e. “TEMP” Addendum (2QFY2002) This 1s your site’s
plan to test and evaluate the system(s) you procure with
HPCMP funds. The Test and Evaluation Master Plan
(TEMP), developed by the program office and approved by

the Director, Operational Test and Evaluation, 1s a

capstone plan for the various facets of the HPCMP. The
capstone TEMP i1s supplemented by addenda which detail
how we will test and evaluate the smaller facets of the
program. Your site’s TEMP addendum will be reviewed
by the HPCMO management and staff. Your system tests
will be witnessed by HPCMO management and staff.

TABLE OF CONTENTS
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PART ONE - SYSTEM INTRODUCTION

1.1 MISSION DESCRIPTHON......coccvrearesnssrsssssnssssssassssnsrensssnsassnnnses
1.2 SYSTEM THREAT ASSESSMENT. .....ccrcvrermrsnsrsnsssrnsrensssnsassnnnans
1.3 MEASURES OF EFFECTIVENESS AND SUITABILITY ......cocveneeaee
1.4 SYSTEM DESCRIPTION. ..cocvrseresaresransrsassssansrsnsrssasssnssrsnsssnnssss
1.4.1 ACQUISITION SCHEME......ccsesusesransrsnssssansrensrsnasssnssrsnnssnnssss
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1.5 CRITICAL TECHNICAL PARAMETERS ......cccrcansmmnarensnsnsassnnnass
PART TWO - INTEGRATED TEST PROGRAM SUMMARY

2.1 INTEGRATED TEST PROGRAM SCHEDULE ......ccccovirenmssrmsaransses
2.2 MANAGEMENT ....cocoiarmmumssmsssmssssssssmessssssnssssrssssssnsarssassnnsass
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PART THREE - DEVELOPMENTAL TEST AND EVALUATION OUTLIN
3.1 DEVELOPMENTAL TEST AND EVALUATION OVERVIEW .........
3.2 DEVELOPMENTAL TEST AND EVALUATION TO DATE.......ce0ues
3.3 FUTURE DEVELOPMENTAL TEST AND EVALUATION ....cccveneees
3.3.1 CONFIGURATION DESCRIPTION. ....ccovresnsrensrssssssnssrsnnssnnsnsss
3.3.2 DTEE OBJECTIVES. ...ccoresrserrensssnansresssssansssnsresssssnssrsnnssnnssss
3.3.3 DT&E EVENTS, SCOPE OF TESTING, AND BASIC SCENARIOS.
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3.3.4 CERTIFICATION FOR IOTE&E., ....ccevevrrrrsnnsrenssssessssrssssssssessssssssssssnsssssssnsssosasssnnsssnsssnsssnnns
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4.2 CRITICAL OPERATIONAL ISSUES. .......cecsencessnsssssssssssssssssssssssrssssrsssssssssnssssnnssrnnssansasansnsnns

4.3 OPERATIONAL TEST AND EVALUATION TO DATE. ...cicotseresmsesmsasssasssssarsssssssssrsssssssssssnsssnns

4.3 FUTURE TEST AND EVALUATION TO DATE. ....ccvrssenrsssnrsnsnrsnssrsnssssssnssnssnsnssnsnssnssssrsnssnsnssns

4.4.1 CONFIGURATION DESCRIPTION. ....cccsreeansmmnsrssnsssssssnsnsrsnssnssasssnsnssnsssnnsnsssnssnnssssnsssnsassnns
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5.3 TEST AND SUPPORT EQUIPMENT ......covrenesremasssessssrssssssssesssssessssnsnsssssssnassosasssnnsssnsssnsssnnns
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5.5 TEST TARGETS AND EXPENDABLES ........ccccomeemmsserrsssnrssssrsnsssssssssssnssssnssnssnansrnsssansnssnsnssns

5.6 OPERATIONAL FORCE TEST SUPPORT .....ccovceasrresnssrssssssssessssssssssssssssssssssssesasssnsssssssssssssnns

5.7 SIMULATIONS, MODELS AND TESTBEDS.......ccvrreseisrmsssssssessssssssssssssssssssssssesssssesssssssssssssnss
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5.9 TEST AND EVALUATION FUNDING REQUIREMENTS ....cccvcvsrsessrsnssrsnssssnssssnssssnssssnssassssassnns
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Security Plan Addendum (2QFY2002) You will be
responsible for developing an addendum to the HPCMP
security plan that will detail responsibilities and
procedures to ensure systems security. Called the System
Security Authorization Agreement (SSAA), 1t 1s the
document format specified at enclosure 6 of DoD
Instruction 5200.40, "DOD Information Technology
Security Certification and Accreditation Process
(DITSCAP)". The format has been adopted DoD-wide and
most services are requiring that documentation be
converted to this format. While 1t 1s not yet mandatory
within our program, it is recommended and will most
likely be mandated in the future. The program office will
provide sites a sample completed plan; here 1s the outline

specified in the DoD instruction.

1. Mission Description and System Identification

1.1.
1.2.
1.3.

1.4.

System name and identification.

System description.

Functional description.
1.3.1. System capabilities.
1.3.2. System criticality.
1.3.3. Classification and sensitivity of data processed.
1.3.4. System user description and clearance levels.
1.3.5. Life-cycle of the system.

System CONOPS summary.

2. Environment Description

2.1.
2.2.
2.3.

Operating environment.
Software development and maintenance environment.
Threat description.

3. System Architectural Description

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.

Hardware.

Software.

Firmware.

System interfaces and external connections.
Data flow (including data flow diagrams).
TAFIM DGSA, (reference (0)), security view.
Accreditation boundary.

4. ITSEC System Class

4.1.
4.2.
4.3.
4.4.
4.5.
4.6.
4.7.
4.8.
4.9.

Interfacing mode.
Processing mode.
Attribution mode.
Mission-reliance factor.
Accessibility factor.
Accuracy factor.
Information categories.
System class level.
Certification analysis level.

5. System Security Requirements

S.1.
5.2.
5.3.
S.4.
S.5.
S.7.

National and DoD security requirements.
Governing security requisites.

Data security requirements.

Security CONOPS.

Network connection rules.
Reaccreditation requirements.

6. Organizations and Resources

6.1.
6.2.
6.3.
6.4.
6.5.

Identification of organizations.

Resources.

Training for certification team.

Roles and responsibilities.

Other supporting organizations or working groups.
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7. DITSCAP Plan
7.1. Tailoring factors.
7.1.1. Programmatic
considerations.
7.1.2. Security
environment.
7.1.3. IT system
characteristics.
7.2. Tasks and milestones.
7.3. Schedule summary.
7.4. Level of effort.
7.5. Roles and
responsibilities.

Appendices

A. Acronym list

B. Definitions

C. References

D. Security requirements and/or
requirements traceability matrix

E. Security test and evaluation plan and
procedures

F. Certification results

G. Risk assessment results

H. CA’s recommendation

I. System rules of behavior

J. Contingency plan(s)

K. Security awareness and training plan

L. Personnel controls and technical
security controls

M. Incident response plan

N. Memorandums of agreement --
system interconnect agreements

O. Applicable system development
artifacts or system documentation

P. Accreditation documentation and
accreditation statement
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